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This article gives some pointers towards setting up youiagewhen connecting to the AMS-1X. AMS-IX
rules restrict the type of traffic and number of source MACraddes that any member is allowed to send to
the exchange.
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1. Introduction

The Amsterdam Internet Exchange operates as a shared l@y2)y Ethernet infrastructure. Large Ethernet LANs
require that more or less everyone plays by the same setesf.ril other words, it can be quite sensitive to
misbehaviour.

In order to improve the stability of the Exchange, AMS-IX ltieSined a set of rules to which every member’s
connnectiomustadhere, theTechnical Specificationttp://www.ams-ix.net/members/techspec.html).

Not everybody immediately grasps the subtleties of conifiguequipment to adhere to the rules, so this document
tries to fill in some blanks and provide examples and hintsffermost common equipment.

1.1. Definition of Terms

In this document we refer to terms like “L2 device”, “L2/L3 Ibsd”, etc. It may be worthwile to explain what we
mean by them here.

L2 Device
A device that functions aslaayer 2 (Ethernet) Bridgéa.k.a. “switch”, “bridge”, “hub”, etc).

L3 Device

A device that functions as a L3 (IP) router only. This meam®is not bridge any Ethernet frames between its
interfaces. Such a device is typically called a “router”.

L2/L3 Hybrid

A device that functions both as a L2 bridge and a L3 routers ilméans it can both bridge Ethernet frames
between its interfaces as well as route IP traffic and pasdiei in IP routing protocols. Foundry and Extreme are
common examples of this type of device.

2. General Configuration Recommendations

2.1. IPv4 ARP / IPv6 Neighbor Timeout

Each equipment vendor implements his own maximum ages édift ARP and IPv6 neighbor caches. The values
vary widely and in at least one case (Linux) it is not a cortstan

Low ARP timeouts can lead to excessive ARP traffic, espgudithe values are lower than the BGELLOinterval
timers. On the other hand, long timeouts can theoreticaly lto longer downtime if you change equipment (since
your peers still have the old MAC address in their ARP caché)) BGP, however, this is unlikely to happen: as
soon as your router is back up, it will start re-establishited3GP peerings and this will cause your peers to update
their ARP caches as well.

We recommend setting the ARP cache timeout to at least twshpreferably four (240 minutes). See the sections
on specific equipment vendors for examples.
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2.2. Peering LAN Prefix

The IPv4 prefix for the AMS-IX peering LAN105. 69. 144. 0/ 23) is part of AS1200, and is not supposed to be
globally routable. This means the following:

1. Donotconfigure ‘het wor k 195. 69. 144. 0/ 23" in your router's BGP configuration (seriously, we have seen
this happen!).

2. Donotredistribute the route, a supernet, or a more specific caitsiggour AS. We (AS1200) announce it with
ano- export attribute, please honour it.

In short, you can take the view that the Peering LAN is a lio&al address range and you may decide to not even
redistribute it internally (but in that case you may wanteb & static for your NOC so you can troubleshoot peerings,
etc.).

2.3. BGP Routing

Please exchange only unicast routes over your BGP sesgitims iSP peering LAN. Exchanging multicast routes is
useless since multicast traffic is not allowed on the (unjd&® peering LAN.

3. Allowed Traffic Types and Configurations

The Technical Specificatior(ittp://www.ams-ix.net/members/technical/index.htsthte the following:
1. There are only three ethertypes allowed:

a. 0x0800 - IPv4
b. 0x0806 - ARP
c. 0x86dd - IPv6

This implies IEEE 802.3 compliancept 802.2, so no LLC encapsulation!

2. OnlyoneMAC address allowed on a port, i.e. all frames sent toward Ak S-1X should have exactly one
unique MAC address.

3. The only non-unicast traffic allowed is:
- Broadcast ARP.
« Multicast ICMPv6 Neighbour Discovery (ND) packets. (NOTRis doesotinclude Router Advertisement
(ND-RA) packets!)
4. AMS-IX member equipment should only reply to ARP queri@slP addresses of their directly connected
AMS-IX interface. In other words, proxy ARP is not allowed.

5. Traffic for link-local protocols is not allowed, exceptfARP and IPv6 ND (see above).
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6. IP packets addressed to AMS-IX peering LAN’s directedabicast address shall not be automatically
forwarded to AMS-IX ports.

7. The speed and duplex setting of 10baseT and 100baseTXrpost be statically configured, i.e.
auto-negotiation should be disabled.

3.1. Physical L2 Topology

The AMS-IX rules dictate that only one MAC address is alloveethind a port. This means that you have to be
extremely careful when connecting a device that can act @delzice. In general, we do not recommend using L2
devices between a member’s router and the AMS-IX switchepiahen used as a media converter.

The reason for allowing only one MAC address that we want rditeshal L2 network behind the AMS-1X ports.
Extended L2 networks are not under the control of the AMSHX, instabilities in a L2 network behind the AMS-1X
switchescanand typicallydo have a negative impact on the whole exchange. Forwardingsland spanning tree
topology changes are good examples of this. By enforcingtieeMAC-address-per-port rule, we effectively
prevent forwarding loops and STP traffic from intermediafedevices.

In short, an intermediate L2 device may only bridge framegifthe member’s router to the AMS-1X port (so we see
only one MAC address) and should otherwise be completeigilie. No connected device should bridge frames
from other devices onto the AMS-IX, or talk STP on its AMS-Ixerface.

3.1.1. Connecting a L3 Device

The most preferred way of connecting to the AMS-IX is dirgttirough a L3 device (router), see the diagram below.

XX

AMS-IX Member

This is your best chance of not leaking MAC addresses or SAffictand it greatly increases the stability of the
network.

3.1.2. Connecting Through a L2 Device

We neither recommend nor encourage connecting your routeugh a L2 device, but if you do so, keep the
following in mind:

- You mustmakeabsolutely sur¢hat only traffic to/from your L3 router’s interface goesftom the AMS-1X port.

« You mustdisable Spanning Tree on your link to AMS-I1X.
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port based VLAN

AMS-IX Member

|
-~ On all intermediate L2 devices, consider using explicitly defined port-based VLANSs for production ports. It
forces you to understand your topology and reduces the chances of a nasty surprise further down the road. In

particular, we strongly recommend using a dedicated VLAN for the path from your router to the AMS-IX.

e

3.1.3. Connecting a L2/L3 Hybrid

The L2/L3 hybrid switch/router requires careful configimatin order to prevent unwanted traffic from leaking onto
the exchange. As with intermediate L2 devices, you needép kee following in mind:

You mustmakeabsolutely suréhat your AMS-IX port is configured as a “router only” port.

« You mustdisable Spanning Tree on your link to AMS-1X.

port based VLAN

AMS-IX Member /l

!

1

-~ 0n a L2/L3 hybrid device, it is a good idea to put the AMS-IX connected interface (untagged) in a separate
(non-default) port-based VLAN without spanning tree and with no other ports in it. This is the best way to ensure

that no traffic from other ports will be bridged onto the AMS-IX port.

T

3.2. Commonly Seen lllegal Traffic and Set-Up

Any traffic other than the types mentioned in the previousiseds deemed to be illegal traffic. In this section we
will list some of the more common types of violations we sethatAMS-IX and give some arguments as to why it is

considered unwanted.
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3.2.1. Multiple MAC addresses

Since the AMS-1X operates on the principle of one router et ghere should be one MAC address visible behind
each port. Some members connect through intermediatelmsitor use a L2/L3 hybrid device. If these devices are
not configured properly, they can cause forwarding loop$? 8iBtabilites, and lots of unwanted traffic on the
exchange. There is no excuse for these devices to leak tafficthere is no necessity to talk STP on the link to the
AMS-IX. Hence, by enforcing the one-MAC-address rule, waoanforce these issues. Beware that this rule is
enforced automatically, so if you leak traffic from anotheA®laddress, your bona fide traffic may be blocked
(depending on which MAC address the switch sees first) or potrmay be shut down for a few minutes.

3.2.2. Spanning Tree (STP)

This point is closely connected to the previous point. Theéas) connected to the AMS-IX port are not allowed to
be visible as L2 bridges. This means that they should notksp&® (spanning tree) or any other (proprietary) L2
specific protocol.

3.2.3. Routing protocols: EIGRP, OSPF, RIP, IS-IS

The only routing protocol allowed on the AMS-1X is BGP. Théseno valid reason for interior routing protocols to
appear on the shared medium. These protocols only causeessasy multicast and broadcast traffic.

3.2.4. (Cisco) Keepalive

By default Cisco routers and switches periodically tesirtffeast) Ethernet links by sending out Loopback frames
(ethertype 0x9000) addressed to themselves. Call it a “lfZpgey” if you will. In a switched environment it can be
used to test the functionality of the switch and/or keep thaar's MAC address in the switch’s address table.

In the AMS-IX environment, this is not useful since we use M#t@eouts that are larger than the typical BGP
and/or ARP timeouts. In fact, the keepalives a may actuallyse port security violations if they are being sent by an
intermediate switch.

3.2.5. Discovery protocols: CDP, EDP

Various vendors (e.g. Extreme, Cisco) tend to ship theielsas gregarious devices: by default they announce their
existence out of all their interfaces and try to find familymizers.CDP (Cisco) andeDP (Extreme) are examples of
this, but there are others.

The only reason for running discovery protocols is to suppertain types of autoconfiguration. Autoconfiguration
on an Internet Exchange is a very bad idea. Hence, there dduaibly no reason to run discovery protocols on your
AMS-IX interface. Discovery protocols typically cause usmted broadcast or multicast traffic.

3.2.6. Non-unicast IPv4: IGMP, DHCP, TFTP
On the ISP peering LAN, the only non-unicast traffic that Iswakd is the ARP query.

Sometimes we see equipment trying to get a configuratiomgirdroadcast TFTP, or configure themselves through
DHCP. We will leave it to the reader to consider why this is d likea.
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Other equipment has IGMP turned on by default (or by accjddie Peering LAN is for unicast IP traffic only, so
there is no point in configuring multicast on the AMS-I1X irfeaze.

3.2.7. Proxy ARP

Since traffic over the AMS-IX is exchanged based on BGP rotitese is no reason to answer ARP queries for any
other IP address(es) than those that are configured on yos-BMnterface.

Unfortunately, some vendors (e.g. Cisco) ship their présluith proxy ARP enabled by default.

Proxy ARP is not only sloppy, it can lead to unwanted traffioyonr network. Consider that if you have it enabled at
the AMS-IX, it's likely to be enabled at other peering poiraowing parties on both sides to use you as a transit.

Proxy ARP is not allowed.

3.2.8. Non-unicast IPv6: IPv6 ND-RA

IPv6 router advertisements are not allowed: they generktecd unnecessary traffic, since IPv6 hosts on the
AMS-IX are not autoconfigured and besides, you don’t wanetthie default router for the whole AMS-IX.

3.2.9. Miscellaneous non-1P: DEC mop, etc.

Some vendors enable protocols other than IP by defaultoCiscexample ships certain versions of IOS with DEC
MOP enabled by default. This is non-IP traffic and has no ptecthe AMS-IX.

4. Cisco Configuration Hints

Cisco’s philosophy seems to be similar to that of some PC @8mes: enable as many protocols and features as
possible by default, so the device works out-of-the-box ostisituations. Unfortunately, this means that a lot of
unnecessary features are turned on that, while harmles&hhdr corporate environments, can cause undesired
traffic on an Internet exchange.

Typical things that need to be disabled are: autoconfigamgtiotocols (DHCP, BOOTP, TFTP config download over
the AMS-IX interface), CDP, DEC MOP, IP redirects, IP dietbroadcasts, proxy ARP, IPv6 Router
Advertisements, keepalive.

Intermediate switches or hybrid devices will also need gallie VTP, STP, etc.

4.1. Global Config

! Do not run a DHCP server/rel ay agent
no service dhcp

! Oder I10S versions require this instead of the above.
no i p bootp server



! Do not downl oad configs through TFTP
no service config

I Do not run CDP
no cdp run

4.2. Interface Config

! Don't do redirects -- if they don't know
! how to route properly, tough | uck!
no ip redirects

I Don’t run proxy ARP on your AMS-1X interface
no ip proxy-arp

! Don’t run CDP on your AMS-IX interface
no cdp enabl e

I Directed broadcasts are evil.
no i p directed-broadcast

! v6 ND-RA is unnecessary and undesired
ipve nd suppress-ra

! Disable the DEC drek if you haven't done so globally yet.
no nop enabl e

! For (Fast)Ethernet: no auto-negotiation on your connection
! no negotiation auto

! dupl ex half

dupl ex ful

I L2 keepalives are useless on the AM5-1 X
no keepalive

4.3. Layer 2 Config

ANIS-IX Fort Contiguration RINts

It is difficult to give a complete guide for Cisco productschase of the many different types of devices and (I0S)

software versions. When in doubt, consult your documeunttati

4.3.1. 29xx and 35xx series

If you use a Cisco Layer 2 device (such as the 2900 and 350s3eypu have to turn off VTP (VLAN Trunking

Protocol), DTP (Dynamic Trunking Protocol) and UDLD.

In global config mode:

vtp node transparent
!
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no spanni ng-tree vl an 1200
|
vl an 1200
name AMS- | X
1
nterface |fldent
description Interface to AVS-1X
swi tchport access vlan 1200
swi tchport nobde access
sw t chport nonegoti ate
no keepalive
speed nonegoti ate
no cdp enabl e
no udl d enabl e
' I'f you do not want to shut off STP for some bizarre reason..
spanni ng-tree bpdufilter enable
end

4.3.2. Catalyst devices

CatOS and I0S are different beasts, so for Catalyst swif¢hegollowing applies:

set vtp node off

set port nane Ifldent My AMS-1X Port
set cdp disable Ifldent

set udl d disable Ifldent

set trunk Ifldent off dotlq

set spantree bpdu-filter |fldent enable
set vlan 1200 nane My_AMS-1 X VI an

set vlan 1200 |Ifldent

If, for some reason, you cannot afford to turn off VTP gloigathe only way to turn it off on individual ports seems
to be by using 12pt:

set port |2protocol-tunnel |fldent vtp enable

Depending on your CatOS platform, you may or may not be abimttiis.

4.3.3. Other devices

For other devices, some or all of the above may apply. Cheak gocumentation for details.

5. Juniper Configuration Hints

For Juniper routers, there isn’t much to disable. Thmiper Documentghttp://www.qorbit.net/documents.html)
from qOrbit Technologieghttp://www.qorbit.net) contain useful hints on how to gptyour Juniper router.

10
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fflGMP Bug (PR/20343) in JunOS versions 5.3R4

There’s a bug in JunOS versions up to 5.3R4, that will cause a Juniper router to emit IGMP packets on all its
interfaces, even when IGMP is disabled. The only way to stop your router from transmitting IGMP is to configure
outgoing packet filters on your AMS-IX interface(s).

5.1. Unicast BGP Configuration

Make sure to exchange only unicast routes in the unicast ¢€8Hnmgy LAN by explicitly adding the following
statement t@ll neighbors, groups and prefix-limits:

set famly inet unicast

-"";Be thorough with  fami |y inet unicast

If even one of the neighbors, groups or prefix-limits is defined with a family inet “any”, you'll enable multicast and
turn on MBGP.

5.2. IPv4 ARP cache timeout

Juniper’s default ARP cache timeout is 20 minutes (by comsfmar: Cisco’s default ARP cache timeout is 4 hours
which fits AMS-IX’s relatively static environment much best).

To reduce the amount of unnecessary broadcast traffic, veem@end setting the ARP cache timeout on Juniper
routers to 4 hours. A recipe for this follows:

> configure
Entering configuration node

[edit]
you@ uni per# edit systemarp

[edit system arp]
you@ uni per# set aging-tinmer 240

[edit system arp]

you@ uni per# show | conpare
[edit system arp]

+ agi ng-tinmer 240;

[edit system arp]

you@ uni per# commt and-quit
commit conplete

Exiting configuration node

11
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6. Extreme Networks Configuration Hints

<

fopdating Firmware in an EAPS Environment

When updating firmware in an Extreme Networks EAPS environment, be sure to temporarily disable your
AMS-IX port(s). TFTP file transfers may cause EAPS instabilities resulting in bogus traffic. This is likely to trip the
port security on the AMS-1X switches, which may result in 10 minutes downtime.

Most people who use Extreme equipment do not have problethghéir AMS-IX connections, some do. We would
appreciate feedback from people running Extreme equiprehbw they configure their AMS-1X facing side.

6.1. L2 Configuration

The configuration fragment below shows how to configure agrinediatd_2 switch which is also part of an EAPS
ring. Port 1 is connected to the AMS-1X switch. Ports 2 andeiarthe ring. The router is somewhere in that ring, in

the “amsi x” VLAN.

create vlan "ring"

configure vlan "ring" tag 1200 # VLAN-| D=0x4b0 d obal Tag 3

configure vlan "ring" qosprofile "QP8"
configure vlian "ring" add port 2 tagged
configure vlan "ring" add port 3 tagged

create vlan "ansi x"

configure vlan "anmsi x" tag 1700 # VLAN- | D=0x6a4
configure vlan "amsi x" add port 1 untagged
configure vlan "ansi x" add port 2 tagged

configure vlan "amsi x" add port 3 tagged

configure port 1 auto off speed 1000 dupl ex full
configure port 2 auto off speed 1000 duplex full
configure port 3 auto off speed 1000 dupl ex full

di sabl e edp port 1
di sabl e i gnp snoopi ng
di sabl e i gnp snoopi ng w t h-proxy

create eaps "ring-eaps"

configure eaps "ring-eaps" node transit

configure eaps "ring-eaps" primry port 2
configure eaps "ring-eaps" secondary port 3
configure eaps "ring-eaps" add control vlan "ring"
configure eaps "ring-eaps" add protect vlan "ansix"
enabl e eaps "ring-eaps”

G obal Tag 9

12
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6.2. L3 Configuration

The configuration fragment below shows the relevant conditiom information for a L3-only device. As in the
previous example, port 1 is connected to the AMS-IX and idiganed in the ‘ansi x” VLAN (untagged).

#

# Config informati on for VLAN ansi X.

#

create vlan "ansi x"

configure vlan "anmsi x" tag 1200

configure vlan "ansi x" protocol "IP"

configure vlan "amsi x" ipaddress 195.69. 14X.Y 255.255.254.0
configure vlan "amsi x" add port 1 untagged

#

configure port 1 display-string "AMs-IX"

di sabl e edp port 1

#

enabl e i pforwardi ng vl an "ansi x"

di sabl e i pforwardi ng broadcast vlan "ansi x"

di sabl e i pforwardi ng fast-direct-broadcast vlan "ansi x"
di sabl e i pforwardi ng i gnore-broadcast vlan "ansi x"

di sabl e i pforwarding | pmrouting vlan "ansix"

di sable isqg vlan "ansi x"

di sable irdp vlan "ansi x"

di sabl e icnmp unreachabl e vlan "ansi x"
di sable icnp redirects vlan "ansi x"

i
i
i
i
di sabl e icnp port-unreachabl es vlan "ansi x"
i
i
i
i

di sabl e icnp tine-exceeded vlan "ansi x"

di sabl e i cnp paraneter-problemvlan "ansi x"
di sable icnp tinmestanp vlan "ansi x"

di sabl e i cnp address-nask vlan "ansi x"

di sabl e subvl an- proxy-arp "ansi x"
configure ip-ntu 1500 vlan "ansi x"

#

# | P Route Configuration

#

configure iproute add bl ackhol e default
di sabl e i cnpf orwardi ng vl an "ansi x"

di sable ignmp vlan "ansi x"

7. Foundry Configuration Hints

The following fragment of configuration gives an idea of haxconfigure a Foundry (Biglron) device. Depending
on the actual role of the device (router or switch betweeneoand AMS-1X) and the type of code loaded into the
device you may need to mix and match a little here.

I Define a single-port VLAN for the AVMS-1X port
vl an nunber nane "AMS-1 X" by port

no spanning-tree

unt agged ethernet i/f

13
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I Configure the AVB-1X interface
interface ethernet i/f
port-nanme "AMS-I X"

! Behave as a router.
route-only
no spanni ng-tree

! Don’t do I Pv6 ND-RA (Router Advertisenents)
i pv6 nd suppress-ra

! No weird discovery proto, please
no vl an-dynamni c-di scovery

! | P address
i p address 195.69. 14X.Y 255.255.254.0

! No redirects
no ip redirect

I AMB-1 X recommends 2 hour ARP tineouts
i p arp-age 120

! For fast-ethernet: no autoconfig.
speed- dupl ex 100-ful

8. Linux Configuration Hints

We are not aware of any major issues with Linux boxes usedwtensy and they seem to be pretty rare on the
Exchange. Having said that, there are a few parametersahgiaad usually should) be tuned:

1. ARP filtering & source routing
2. ARP cache timeout
3. Reverse Path (RP) filter

For more information on tuning your Linux system for routjrsge theLinux Advanced Routing & Traffic Control
HOWTO(http://www.tldp.org/HOWTO/Adv-Routing-HOWTO/indextml).

8.1. ARP filtering and source routing

The Linux approach to IP addresses is that they belong toyters, not any single interface. As a result, Linux
hosts have a default behaviour that is different from mdséosystems: interfaces semi-promiscuously answer for
all IP addresses of all other interfaces. Example:

14
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canm ‘4_’ m=p ARP WO HAS 10.0.0.1? TELL 192.168.1.2
anni x |eg
€= ARP 10.0.0.1 IS AT <t - et ho>
102.168. 1. 2 uxco: €
| I | | 192. 168. 1. 0/ 24
192.168. 1. 1
et hO

In this example, hostuxco is a Linux box with a peering connection enh0 (192. 168. 1. 1/ 24) and a backbone
link onet h1 (10. 0. 0. 1/ 24).

When hoskanni x (192. 168. 1. 2) sends an ARP query fai0. 0. 0. 1 it will get a reply fromt uxco’s et h0
interface!

In other words, a Linux host will answer to ARP queries comriimgn any interface if the queried address is
configured oranyof its interfaces. The idea behind this is that an IP addreksigs to the system, not just a single
interface. Although this may work well for server or deskgystems, it is not desirable behaviour in a router system.
One reasonis that it is a limited version of proxy-arp, whiforbidden on the AMS-IX peering LAN. Another
reason is that two separate routers could potentially an8wR® queries for the same RFC1918 address.

8.1.1. Fixing ARP

The ARP behaviour can be fixed by usiaigp_i gnor e andar p_announce on the WAN interface:

t uxco# sysctl -w net/ipv4/ conf/ethO/arp_ignore=1
tuxco# sysctl -w net/ipv4/conf/ethO/arp_announce=1

8.1.2. Multiple interfaces on one subnet

If you have multiple interfaces on the same subnet, you me&ywhnt to enablerp_filter:
tuxco# sysctl -w net/ipv4/conf/ethO/arp_filter=1

This prevents the ARP entry for an interface to fluctuate betwtwo or more MAC addresses. However, you need to
use source routing to make this work correctly. Frombheunent at i on/ net wor ki ng/ i p- sysctl - 2. 6.t xt
file in the kernel source:

15
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arp_filter - BOOLEAN

1 - Allows you to have multiple network interfaces on the samaknet, and have the ARPs for each interface be answered
based on whether or not the kernel would route a packet fren\RP’d IP out that interface (therefore you must use
source based routing for this to work). In other words itatacontrol of which cards (usually 1) will respond to an arp
request.

[ ]

8.2. IPv4 ARP cache timeout

The ARP cache timeout on Linux-based routers should be @dthingm the default, especially if you have a large
number of peers. This parameter can be tuned by setting fire@iatepr ocf s variable through theysctl
interface. The Linwar p(7) manual says:

SYSCTLS

ARP supports a sysctl interface to configure parameters dobalgor per-interface basis. The sysctls can be accessed by
reading or writing the proc/ sys/ net /i pv4/ nei gh/ =/ = files or with thesysct(2) interface. Each interface in the
system has its own directory irpr oc/ sys/ net / i pv4/ nei gh/ . The setting in thedef aul t ' directory is used for all
newly created devices. Unless otherwise specified timéaetksysctls are specified in seconds.

[...]

base_reachabl e_tinme

Once a neighbour has been found, the entry is consideredvalidfor at least a random value between
base_reachable_time/2 and 3*base_reachable_time/2ntArsevalidity will be extended if it receives positive
feedback from higher level protocols. Defaults to 30 sesond

This means that Linux systems keep ARP entries in their chmtsome time between 15 and 45 seconds (and yes,
the average works out to 30 seconds). This is not very higfadt it is lower than the typical BGP HELLO interval
and may thus result in excessive ARPs.

We suggest a timeout of at least two hours for ARP entries am }S-IX interface, so you'd have to set the
base_reachabl e_ti meto 2 x 2hrs =4 hours.

tuxcol# sysctl net.ipv4. neighifnanme base_reachable_tinme
net.ipv4. nei gh.ifname. base_reachabl e_tine = 30
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The above command tells you that the ARP cache timeout is@fhsls average. To change it so it's between 2 and 6
hours, use the following command:

tuxcol# sysctl -w net.ipv4.neighifnane base_reachable_tinme=14400
net.ipv4. nei gh.ifnanme. base_reachable_tine = 14400

Herei f nanme is the name of the interface that connects to AMS-1X. You dao ase def aul t " here, but that may
have undesired side-effects for your other interfaces.

8.3. IPv6 neighbor cache timeout

As with the IPv4 ARP cache, Linux systems tend to set thariifeof the IPv6 neighbor cache quite short as well.
The lifetime is controlled in a similar way as for IPv4 ARP:

tuxcol# sysctl net.ipv6. nei ghifnanme base_reachable_tinme
net.ipv6. nei gh.ifname. base_reachabl e_tine = 30

tuxcol# sysctl -w net.ipv6.neighifnane base_reachable_tinme=14400
net.ipv6. nei gh.ifname. base_reachabl e_ti me = 14400

8.4. RP filter setting

You may need to turn off the Reverse Path Filtgs (fi | t er ) functionality on a Linux-based router to allow
asymmetric routing, particularly on your WAN interface.

To disable the RP filter:

tuxcol# sysctl -w net.ipv4.confifnanme.rp_filter=0

8.5. Running the “sysctl” commands at boot

The various system parameters discussed above can be set &étie by adding it to a file such as
/ etcl/ sysctl . conf.The exact name, location and very existence of this filecalyi depends on the Linux
distribution in use, but both Debian and RedHat/Fedord ese/ sysct | . conf :

# file: /etc/sysctl.conf

# These settings should be duplicated for all interfaces that are
# on a peering LAN

### Typical stuff you really want on a router

# Fix the "prom scuous ARP" thing...

net /i pv4/ conf/ifnane/arp_i gnore=1

net/ipv4/ conf/ifname/ arp_announce=1

# Turn off RP filtering to allow asymetric routing:
net/ipv4/ conf/ifname/rp_filter=0
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# Multiple (non-aggregated) interfaces on the same peering LAN
# READ THE MANUAL FI RST!
#net/ipv4/conf/ifname/arp_filter=1

### Keep the AVMS-1X ARP Police happy. :-)

net/ipv4/ nei gh/ifname/ base_reachabl e_ti me=14400
net /i pv6/ nei gh/i f name/ base_reachabl e_ti ne=14400

ffModuIes must be loaded before sysct | is executed

On Debian systems, kernel modules for some network interfaces (e.g. 10GE cards) are not loaded before the
init process executes the script that runs the sysctl commands. In those cases, it is necessary to force the
module to be loaded earlier. The same goes for the IPv6 settings; the i pv6 module is usually not loaded until the
network interfaces are brought up, which is typically after the sysctl variables are set by the pr ocps. sh script.

(On RedHat/Fedora systems no action needs to be taken; the / et c/i ni t. d/ net wor k script automatically
(re-)sets the sysctl variables before and after bringing up the interfaces.)

There are a few ways around this:

1. Re-runthe sysctl directives after the interfaces are brought up (and the appropriate modules are loaded).
This method is probably the only option available to you if your system does no autoloading of modules.

On Debian-based systems, this can be done by creating a symbolic link in/ et ¢/ rc2. d to re-run pr ocps. sh
after the network is brought up:

root@uxco# In -s ../init.d/ procps.sh /etc/rc2.d/ S20procps. sh

2. Pre-load the appropriate modules before the sysctl settings are applied.

On Debian-based systems, the necessary modules can be pre-loaded by listing the appropriate modules in
/ et c/ nodul es. The module-init-tools  script (or modutils on older systems) will load the modules before
the sysct | . conf entries are executed:

# file: [etc/nodul es

# |l oad the kernel nodule for "nycard".

mycard

# load the ipv6 stack

i pv6

(As a curiosity, on RedHat/Fedora systems this would be accomplished by creating one or more executable
scripts in / et ¢/ sysconf i g/ nodul es with names ending in . nodul es. The scripts should be proper shell
scripts executing the appropriate commands to load and initialise the modules).

3. Modify / et ¢/ nodpr obe. conf (or the appropriate file in / et ¢/ nodpr obe. d) and use the i nst al | directive
to execute the relevant sysctl directives after loading the module. Although this is possible, we recommend
against it, as it is far easier and clearer to use one of the alternative methods above.
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9. Riverstone
On Riverstone equipment, proxy ARP seems to be enabled laylileso you will need to disable it:
ip disable proxy-arp interface ifnane

Here,i f name refers to your interface towards AMS-IX, or the stringl“l ”
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